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Overview

A mathematical model is defined by a series of equations, input variables and parameters aimed at
characterizing some process under investigation. Some examples might be a climate model, an economic
model, or a finite element model in engineering. Increasingly, such models are highly complex, and as a result
their input/output relationships may be poorly understood. In such cases, the model can be viewed as a black
box, i.e. the output is an opaque function of its inputs.

Quite often, some or all of the model inputs are subject to sources of uncertainty, including errors of
measurement, absence of information and poor or partial understanding of the driving forces and mechanisms.
This uncertainty imposes a limit on our confidence in the response or output of the model. Further, models may
have to cope with the natural intrinsic variability of the system (aleatory), such as the occurrence of stochastic
events.[3]

Good modeling practice requires that the modeler provides an evaluation of the confidence in the model. This
requires, first, a quantification of the uncertainty in any model results (uncertainty analysis); and second, an
evaluation of how much each input is contributing to the output uncertainty. Sensitivity analysis addresses the
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Sensitivity analysis
From Wikipedia, the free encyclopedia

Sensitivity analysis is the study of how the uncertainty in the output of a mathematical model or system

(numerical or otherwise) can be apportioned to different sources of uncertainty in its inputs.
[1]

 A related

practice is uncertainty analysis, which has a greater focus on uncertainty quantification and propagation of

uncertainty. Ideally, uncertainty and sensitivity analysis should be run in tandem.

Sensitivity analysis can be useful for a range of purposes,
[2]

 including

Testing the robustness of the results of a model or system in the presence of uncertainty.

Increased understanding of the relationships between input and output variables in a system or model.

Uncertainty reduction: identifying model inputs that cause significant uncertainty in the output and

should therefore be the focus of attention if the robustness is to be increased (perhaps by further

research).

Searching for errors in the model (by encountering unexpected relationships between inputs and outputs).

Model simplification – fixing model inputs that have no effect on the output, or identifying and removing

redundant parts of the model structure.

Enhancing communication from modelers to decision makers (e.g. by making recommendations more

credible, understandable, compelling or persuasive).

Finding regions in the space of input factors for which the model output is either maximum or minimum

or meets some optimum criterion (see optimization and Monte Carlo filtering).

Taking an example from economics, in any budgeting process there are always variables that are uncertain.

Future tax rates, interest rates, inflation rates, headcount, operating expenses and other variables may not be

known with great precision. Sensitivity analysis answers the question, "if these variables deviate from

expectations, what will the effect be (on the business, model, system, or whatever is being analyzed), and

which variables are causing the largest deviations?"
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An old fashioned concept



How does the small control the large ?

concentration signals

intensity signals

phase & intensity 
signals

Sensitivity analysis across scales

•  The brain champions robust signalling across scales 

•  Sensitivity analysis is at the core of robust control theory. 

•How can the large be at the same time sensitive to the small (for 
controllability) and insensitive to the small (for robustness) ?



Neuronal	excitability	is	very	well	understood

Recording	from	giant	squid	axon	
(circa	1952)

Solution	of	membrane	equation	
(circa	1952)	–	using	a	desk	calculator!

Hodgkin	&	Huxley,	J	Physiol.	(1952)

Why neuronal excitability ?

•  A unique example of biophysical modelling across scales.             
A unique pool of experimental data. 

•Signalling and robustness across scales is a core question of 
neurophysiology. 

•  Questions and challenges seem analog at other scales.



Outline 

•  I. A model across scales 

•  II. The fragility of sensitivity analysis across scales  

•  III. Sensitivity analysis: a local tool with global aims 

•  IV. Intractable questions and paradoxes across scales

A multiresolution electrical behavior

Molecular level 

Function 

LFPs 

Action  
potentials 

Ion channels 

DBS electrodes [mm] 

Optrodes [µm] 

Pharmacology [nm] 

500µV 
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10µV 
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1ms 
1pA 

Cellular level 

Circuit level 

Organ level 



(courtesy from Timothy O’Leary)







Ion	channel

Ion	channels	are	diverse
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The action potential

A circuit model

A model across scales



	

	

	

	

The Hodgkin-Huxley (HH) Model

After curve fitting, Hodgkin and Huxley derived the following equations: 

m and n are the activation variables of  sodium and potassium channels, respectively; and h is the 
inactivation variable of  sodium channels.



Outline 

•  I. A model across scales 

•  II. The fragility of sensitivity analysis across scales  

•  III. Sensitivity analysis: a local tool with global aims 

•  IV. Intractable questions and paradoxes across scales

State-of-the art model of the dopaminergic neuron 
About 130 state variables and 500 parameters (Canavier et al., 2006; Drion et al. 2010) 
 

My first steps in electrophysiology:  
(a student project) 

G. Drion master thesis (2008): adding a particular ionic current in the 
model; does the computational prediction match the experimental 
observation?  



A nonlinear electrical circuit can be complicated... 

no general methodolgy to analyze 130 nonlinear differential equations with 500 parameters

and its behavior simple: pacemaking behavior of midbrain 
dopaminergic neuron 
 

Sensitivity analysis of neuronal behaviors:  
how does the small control the large?

• Why so many parallel branches in the circuit? 
• Which ionic currents are the key players of the rhythm?



2009: the engineering approach 

− We reduce the model to 5 states 
− We hypothetize a systemic role for SK channels, possibly shared 

by many different neurons 
− We submit our first ‘systems’ paper

SK Channels as Regulators of Synaptically Induced Bursting and Neural Synchrony

− the systemic hypothesis is interesting but unsupported by experimental 
data 

− the authors should focus on the DA neuron and not aim at generality 
− the model predictions contradict several documented experimental 

observations about the role of L-type calcium channels.

2010: the reviewers’ response  

2010: an extensive literature review 
reveals a zoo of conflicting observations 



The knock-out experiment is fragile

Guzman et. al, 2009

L-type calcium channels are not involved 
in the pacemaker activity of DA neurons.

Putzier et. al, 2009

L-type calcium channels are critical 
for the pacemaker activity of DA neurons.

A two-parameter sensitivity analysis of the 
conductance-based model shows the 
fragility of the experimental protocol  
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Simple model Quantitative model

AND : The model prediction is verified experimentally



➡ The arguments for rejection of our previous paper led to a novel paper:  

“How Modeling Can Reconcile Apparently Discrepant Experimental Results: 
The Case of Pacemaking in Dopaminergic Neurons.”

The new paper is  much better received!

➡ The validating experiment was a key factor of appreciation

➡ One reviewer comments: the study will help to sensitize the experimental 
community about the large effects on firing pattern induced by subtle changes in 
channel composition

➡ Another reviewer comments:  Additionally, many other neurons possess multiple 
oscillatory mechanisms, and the paper presents one of the pioneering studies that 
will lead to more general understanding of pacemaking generated by interacting 
oscillatory mechanisms. Thus, presented results should be very interesting for a 
general reader and beyond the investigation of the dopaminergic neuron. 

2011: the rewarding stage 

Lessons from an anecdote 

•Experimentalists (and reviewers) ask the right questions; 
we should provide them with the right tools 

•Conductance-based modeling is incredibly predictive.  

•Our analysis methods are completely ad hoc  

•Knock-out experiments are ubiquitous; they can be fragile. 



Sensitivity analysis 

‘behavior’

‘environment’‘nominal’

�y

�u
(local)

(global)

• Local = tractable, analytical, but short-sighted 
• Global = desirable and comprehensive, but intractable

Outline 

•  I. A model across scales 

•  II. The fragility of sensitivity analysis across scales  

•  III. Sensitivity analysis: a local tool with global aims 

•  IV. Intractable questions and paradoxes across scales



State-of-the art: ‘global’ sensitivity analysis by 
extensive simulations

Conventionally, the parameters of neuronal models are hand-tuned using trial-and-error 
searches to produce  a desired behavior. Here, we present an alternative approach. We have 
generated a database of about 1.7 million single-compartment model neurons by 
independently varying 8 maximal membrane conductances based on measurement from 
lobster stomatogastric neurons (STG). 

Metabolic control analysis :  
a success of local sensitivity analysis

? Limiting step in a  
metabolic pathway ?

Control coefficients measure static relative change in flux in response to a 
relative change in enzyme activity  



linear control theory:  
a success of local sensitivity analysis

? How much does feedback 
reduce the effect of  
environment ?

The sensitivity analysis function S(s)  measures the relative change in closed-
loop in response to a relative change in open-loop 

Loop-shaping of the sensitivity function:  
a key insight of control theory

A feedback controller shapes the sensitivity function, at each frequency, and 
the entire sensitivity analysis of the dynamical system can be inferred from a 
single curve.

                      Feedback  
                      worse than 
                         open-loop 

                      

Feedback  
better than 
open-loop
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Could local sensitivity analysis be relevant  
for neuronal behaviors?  

Analogy 1 (metabolic control analysis): channel expression modulates ion flux 

Analogy 2 (linear control theory): each ionic current acts as a feedback loop which  
alters the sensitivity of the open-loop behavior (i.e. the passive membrane) 

BUT: neuronal behaviors look quite dynamic and quite nonlinear 
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A historical hint

The typical regulator system can frequently be described, in essentials, by differential 
equations of no more than perhaps the second, third or fourth order. …In contrast, the order   
of the set of differential equations describing the typical negative feedback amplifier used in 
telephony is likely to be very much greater. As a matter of idle curiosity, I once counted to find 
out what the order of the set of equations in an amplifier I had just designed would have been, 
if I had worked with the differential equations directly. It turned out to be 55.

Henrik Bode, Feedback: the history of an idea, 1960

Bode developed loop-shaping analysis to overcome the 
intractability of sensitivity analysis of electrical circuits aimed at 
signal  transmission



Sensitivity analysis: lessons from the past 

•  Sensitivity analysis is a methodology with global 
ambitions but local means. 

•  Sensitivity analysis should be a tractable methodology 
to solve an intractable problem, not the other way 
around.  

•Sensitivity analysis provides key insight when the 
behavior is captured by a curve.

Outline 

•  I. A model across scales 

•  II. The fragility of sensitivity analysis across scales  

•  III. Sensitivity analysis: a local tool with global aims 

•  IV. Intractable questions and paradoxes across scales



In silico neurophysiology 

Markram et al., 2015

In silico neurophysiology 

Markram et al., 2015



In silico neurophysiology 

Markram et al., 2015

Schulz	et	al.	Nature	Neurosci	2006

Neurons	maintain	a	stable	signal	in	spite	of	variable	
conductances	

3	–	5	fold	
range!

Membrane	conductances	
(multiple	cells)

(Courtesy of Tim O’Leary)



models	suggest	sensitivity	of		
function	to	conductances

(Courtesy of Tim O’Leary)

A	well-defined	neural	circuit!	The	crustacean	stomatogastric	
ganglion.

Pyloric	circuitPyloric	rhythm

(courtesy of 
Timothy O’Leary)

(Courtesy of Tim O’Leary)
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Sensitivity of a circuit to neurotransmitters

The complexity of sensitivity analysis across scales

•  No signalling across scales without sensitivity of the large to the 
small  

•  No robustness across scales without insensitivity of the large to 
the small 

•  An seemingly intractable question even in the presence of 
detailed modelling of the small.



How does the small control the large ?

concentration signals

intensity signals

phase & intensity 
signals


