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SPECTRUM IS GETTING OVERLOADED

Wi-Fi traffic has a 30%+ CAGR
Source: Cisco VNI Forecast

Extremely challenging deployments

airports apartments events office

BLE traffic: 22% CAGR
Source: https://truthtoday24.com/bluetooth-beacon-market-to-

expand-with-a-cagr-of-22-0-from-2017-2025/: 

Wireless sensor traffic: 18.55% CAGR
https://www.marketsandmarkets.com/PressReleases/wireless-sensor-

network.asp

LTE traffic:  41% CAGR
Source: https://www.ericsson.com/assets/local/mobility-

report/documents/2017/ericsson-mobility-report-november-2017-central-
and-eastern-europe.pdf

Private LTE  market: 32.3% CAGR 
Source: https://www.multefire.org/wp-

content/uploads/HRI_Paper_Private-LTE-Network-Paper_20-July-
2017_Final.pdf
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A LOT OF SPECTRUM IS WASTED!
§ Unlicensed bands: waste of spectrum due to CCA (mandatory), contention, collisions, 

interference
§ Licensed technologies: designed for maximum capacity, most of time underutilized
§ Spectrum is a scarce resource (like water, energy) and should NOT be wasted!
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Spectrum utilization measurement in 0–6 GHz band
Utilization of roughly 30% below 3 GHz
Utilization of 0.5% in the 3–6 GHz frequency band
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SPECTRUM SHARING IN UNLICENSED BANDS

§ Today, capacity of WIRELESS TECHNOLOGIES COLLAPSES when usage is high

THE WIRELESS CAPACITY BOTTLENECK: LIMITED THROUGHPUT & SCALABILITY
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Figure 8. Cumulative throughput with and
without mulri-rate retry (MRR) for ONOE. Be-
havior is similar for other algorithms.

transmission opportunities for the other nodes, as shown in
Figure 7(c). In effect, the station sacrifices total network
throughput for a small gain in individual throughput. While
Tan and Guttag [25] have noted the existence of such ineffi-
cient equilibria through simulations of mobile nodes under a
Rayleigh fast fading model, these results show that these in-
efficiencies also exist in relatively stationary multiple-client
single-access point scenarios.

To further validate this hypothesis, Figure 7(a) translates
the observed packet error rates into the expected packet
transmission time, on which SampleRate bases its rate de-
cision5. Indeed, the minimal expected transmission time
for the stronger sender occurs at 36Mbps. This explains
why stations choose lower rates. Moreover, the differences
in expected packet transmission times between the rates of
18Mbps to 54Mbps are small. This explains the oscillatory
behavior in Figure 6.

As mentioned earlier, SampleRate with RTS/CTS se-
lects higher bit-rates with greater frequency and shows cor-
responding increase in cumulative throughput (relative to
when RTS is disabled).

4.5 ONOE with, and without, RTS/CTS

Auto rate fallback is known to lead to degraded perfor-
mance with less than 10 senders. Since vanilla ONOE also
bases its rate decisions on packet errors, one might expect
similar performance. Instead, the cumulative throughput
with ONOE remains more stable until a significant reduc-
tion occurs with 18 active senders. The exact number of
senders tolerated is, however, very sensitive to the detailed
algorithm configuration. When the multi-rate retry (MRR)

5The theoretical curve derivation is outlined in 7.

feature in Atheros cards is enabled, throughput collapse oc-
curs with just 10 senders as depicted in Figure 8. Since
this mechanism is configured to pick lower rates for retrans-
missions, we hypothesize that the pathological effects of
collision on packet-error-based adaptation are amplified by
MRR. All ONOE results in this paper were obtained with
MRR disabled.

Results from ONOE with RTS/CTS indicate that the per-
formance of packet-error-based adaptation can be stabilized
through channel reservations, as proposed in CARA [7].
Here, ONOE is modified to only consider packets that did
not contend with other stations (e.g., the data frame fol-
lowing a CTS), thus avoiding unnecessary rate decreases
(due to RTS losses). However, as mentioned before, ONOE
does not increase the bit-rate, as would be expected when
RTS/CTS is used, in near-perfect channel conditions, likely
due to implementation issues.

Now that we have looked at the performance of ONOE,
SampleRate and RTS/CTS-based rate adaptation in detail,
we proceed to highlight some practical issues with current
implementations.

5 Implementation Experiences

In this section, we first discuss precision issues associ-
ated with the reporting of SNR in existing wireless NICs.
This is followed by a discussion on how the use of RTS/CTS
enables the accurate estimation of channel quality.

5.1 RSSI-based rate adaptation

From the comparative evaluation, RSSI-based algo-
rithms proved to be more resistant to collisions in a con-
gested scenario. However, given that the RSSI thresholds
for all rates lie in a small interval of the total RSSI mea-
surement range, there is a low margin of error w.r.t. com-
parison with thresholds to increase (or decrease) the bit-rate.
Hence, we expect that these algorithms will fail to perform
optimally in SNR-limited environments.

Table 3 lists the RSSI threshold values for which the
frame error rate (FER) approaches 1.0 for any of the
802.11a rates. We measured these thresholds by placing an
(additive white gaussian noise) AWGN source [8] near the
receiver, fixing the sender’s bit-rate and steadily increasing
noise power until the receiver did not decode any frames.
The RSSI values for the frames decoded last were noted
as the approximate RSSI thresholds. These thresholds are
specific to the Atheros 5212 card because the absolute in-
terpretation of RSSI values is not defined in the standard.
However, for convenience, many manufacturers use a sim-
ilar scale where each step in RSSI signals an increase of
approximately one dB in signal strength. According to sim-
ulations of the modulation schemes, they cover a range of

9

Scalability analysis at Rutgers University
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Model Description Deployment Technologies

Licensed access Exclusive assignment of 
frequency band

Single mobile 
operator

Traditional cellular networks (e.g. GSM, 
UMTS, LTE, 5G)

Unlicensed shared 
access

License-free operation 
according to regional 
regulation 

Many providers Uncoordinated operation of many tech-
nologies (short range: IEEE802.11, 
IEEE802.15.4, Bluetooth, MulteFire,..., 
long range (LoRa, SigFox, Dash, 
IEEE802.11ah...)

Licensed Spectrum 
Sharing 

Frequency band assigned 
to multiple providers 
based on sharing rules
(location, spectrum)

Authorized provider 
(micro-operators) + 
mobile operators

Private LTE/5G networks (e.g. CBRS) 
Directive from FCC (US) : SAS
Directive from RSC (EC) : LSA

Licensed assisted 
access (LAA)

Use of unlicensed 
band(s) in addition to 
licensed band to boost 
performance 

Mobile operator + 
unlicensed network 
providers

Coexistence of cellular + unlicensed 
technologies (e.g. LTE-LAA)

Sharing in application-
specific bands 

Frequency band assigned 
to specific applications

Multiple providers DSRC 5.9 GHz for ITS: IEEE802.11p + 
LTE V2X
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SPECTRUM USAGE MODELS
DIFFERENT MODELS EXIST TO WORK (OR NOT) TOGETHER 
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SPECTRUM DOES NOT SCALE WITH NEED FOR HIGHER DATA RATES

MORE SPECTRUM SHARING IS UNAVOIDABLE!

EXCLUSIVE SPECTRUM IS LIMITED
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WIRELESS NETWORKS ARE COMPLEX SYSTEMS
§ INCREASING

§ number of devices
§ density of devices
§ number of applications
§ data rates
§ diversity of QoS requirements
§ number of heterogeneous technologies & standards
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THE EXPLOSION OF WIRELESS STANDARDS

9
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WIRELESS NETWORKS ARE COMPLEX SYSTEMS
§ INCREASING

§ number of devices
§ density of devices
§ number of applications
§ data rates
§ diversity of QoS requirements
§ number of heterogeneous technologies & standards
§ flexibility & number of reconfigurable parameters
§ …

§ centralized scheduling schemes and algorithms based on domain-expertise only cannot 
cope anymore with increasing complexity

10

Need for more distributed and intelligent control in shared spectrum environments

Need for smart monitoring schemes to support network decisions 
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EXAMPLE: LTE-LAA
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CURRENT LTE AND Wi-Fi STANDARDS

LTE Wi-Fi

Same PHY design Modulation: QPSK, 16/64/256 QAM
OFDM

Different PHY 
parameters

Long range, outdoor (large fading)
• Long symbols (66.7μs)
• Narrow subcarriers (15 kHz)

Short range, indoor (limited fading)
• Short symbols (4μs)
• Wide subcarriers (312.5 kHz)

MAC design MF-TDMA (OFDMA): allocation of time 
slots and subcarriers to multiple users
No LBT (Listen Before Talk)
Tight frequency & time synchronisation
Continuous bit stream (also if no data)

CSMA: contention based random access
All subcarriers allocated to single user
LBT: Clear Channel Assessment (CCA)
Only frequency synchronisation
Packet-based transmission (only if date)

Coordination Centralised resource allocation Distributed coordination (DCF)

12

SIMILARITIES AND DIFFERENCES
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LTE AND Wi-Fi ARE NOT DESIGNED TO WORK TOGETHER!

Different MAC, transport streams & timings

13

Fr
eq

ue
nc

y

Time

User 1
User 2
User 3
Idle

LTE: OFDMA + stream of transport blocks

Fr
eq

ue
nc

y

Time

Wi-Fi: OFDM + random packet access

Different PHY design parameters



PUBLIC

LTE-LAA (LICENSE ASSISTED ACCESS)

§ contention of short Wi-Fi packets and large LTE TX opportunities

PROBLEM: LTE IS NOT DESIGNED FOR COEXISTENCE

14

STARVATION of  WiFi!
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COEXISTENCE OF LTE AND WI-FI

§ Adjustable muting period + adjustable TXOP
§ Cross-technology monitoring of load
§ Cross-technology management (load-balancing)

§ adjust LTE muting period and TXOP based on load

§ Example of 4 LTE + 4 Wi-Fi networks

IMEC SOLUTION: CROSS-TECHNOLOGY COORDINATION
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TECHNOLOGY RECOGNITION
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FROM DOMAIN EXPERTISE TO MACHINE LEARNING APPROACHES
MOTIVATION AND CONCEPT

Licensed Unlicensed

LTE
DVBT

Windows of opportunity for cognitive radios

Co-existing environments need intelligent decision 
making
§ Offloading licensed to unlicensed bands

§ LTE co-existing with legacy Wi-Fi

§ Sharing licensed bands e.g. DVB-T / LTE
§ White space reuse if no active transmission

§ Identifying technologies for intelligent decision 
making
§ Maintaining quality of service for users

§ Technology, interference, and traffic identification 
using machine learning
§ Flexible and robust way of identification
§ Requires no domain expertise
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FROM DOMAIN EXPERTISE TO MACHINE LEARNING APPROACHES

18

OFDM CLASSIFICATION OF WI-FI, LTE AND DVB-T
Classification using:
• manual extracted features from RSSI 

distributions [domain expertise]
• automatic extracted features from 

raw RSSI data using deep learning 
techniques

• automatic extracted features from 
spectrogram using deep learning 
techniques

• automatic extracted features from 
raw I/Q samples using deep learning 
techniques

Wi-Fi
LTE

DVB-T

USRP B200 mini 
for fetching I/Q 

samples
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OFDM CLASSIFICATION OF WI-FI, LTE AND DVB-T
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TECHNOLOGY RECOGNITION
FAST CLASSIFICATION OF LPWAN TECHNOLOGIES: SIGFOX, LORA AND IEEE 802.15.4 (SUBGHZ)
1) Data generation

2) Signal classes visualization 

3) Implementation of CNN using Keras machine 
learning library with Tensorflow as a backend

4) Classification accuracy of CNN versus SotA
(NFSC  - Neuro-fuzzy signal classifier)

Sigfox LoRA IEEE 802.15.4 
(subGHz)

Sigfox, LoRA and 
IEEE 802.15.4 

(subGhz)
Attenuator

USRP B200 mini 
for fetching I/Q 

samples
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CLASSIFICATION OF SUB-GHz TECHNOLOGIES: SIGFOX, LORA, IEEE 802.15.4, NOISE
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FUTURE WORK: SEMI-SUPERVISED APPROACH

22

USING BOTH LABELLED AND UNLABELED DATA
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TECHNOLOGY RECOGNITION APPLIED TO LTE-LAA

23



PUBLIC

COEXISTENCE OF LTE AND WI-FI

§ Adjustable muting period + adjustable TXOP
§ Cross-technology monitoring of load
§ Cross-technology management (load-balancing)

§ adjust LTE muting period and TXOP based on load

§ Example of 4 LTE + 4 Wi-Fi networks

IMEC SOLUTION: CROSS-TECHNOLOGY COORDINATION
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COEXISTENCE OF LTE AND WI-FI

§ Classification of LTE and Wi-Fi for load estimation
§ deep learning (CNN)

IMEC SOLUTION: CROSS-TECHNOLOGY COORDINATION

JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 7

Fig. 3. Structure of the proposed CNN network.

chosen to be the default value ↵ = 0.001 in order to ensure
convergence. The CNN has been trained for 200 epochs.
However, an early stop of the training can be triggered
when the accuracy of the network is not improved for 20
consecutive epochs.

In total, two CNNs have been trained. The one has been
trained by using I/Q samples and the other by using their
FFT representation in the frequency domain.

5 EXPERIMENTAL EVALUATION

5.1 CNN structure
The CNN structure that has been used in this study is illus-
trated in Figure 3. The input of the network, also known as
the visible layer, has a size of 2x2000 and it corresponds to
either I/Q samples or the FFT of them. The I/Q samples are
collected from a USRP device that is interposed between all
the transmitted devices, as indicatively is shown in Figure
2.

The feature extraction part of the network consists of
two hidden convolutional layers. These layers are used to
extract high-level features from the input representation of
the wireless signal. The first convolutional layer (convolu-
tional layer-1) consists of 64 stacked filters, each one having
dimensions 2x3 that convolve with the input. As a result,
64 feature maps are created with dimensions 5x2002. The
second convolutional layer (convolutional layer-2) consists
of 32 stacked filters of size 1x3. These filters perform a con-
volution with the input of the layer, creating 32 feature maps
with dimensions 6x1003. For both convolutional layers, a
zero padding of size 2 is applied to their input and a stride
of 1 is used while convolving the filters.

Each convolutional layer is followed by a ReLu acti-
vation function. The distribution of the inputs for each

layer can change during training, as the parameters of the
previous layers change. To overcome this issue, a batch
normalization [44] is applied after every ReLu function.
Hence, the activations are properly adjusted and scaled,
while the training rate increases. To reduce overfitting, each
layer uses regularization with Dropout of 0.35 together with
the L2 kernel regulizer. The L2 regulizer aims to penalize
weights with large magnitudes A pooling layer follows each
convolutional layer, performing Max Pooling.

After the feature extraction part, the classification part
follows and consists of two fully connected layers. First the
input to the classification part is flattened and a fully con-
nected layer is added (fully connected layer-1). This layer
consists of 100 neurons. It uses a ReLu activation function,
batch normalization, dropout of 0.5. and L2 kernel regulizer.
The output of this layer is fed to a softmax classifier (fully
connected layer-2) in order to estimate the probability of the
input belonging to each class.

5.2 Classification accuracy

In order to evaluate the performance of the designed CNN
that identifies the co-located LTE and Wi-Fi wireless tech-
nologies, it is necessary to compute the classification accu-
racy of the CNN. The classification accuracy corresponds to
the fraction of predictions that the CNN identified correctly
and it is defined as:

Class acc =
Ncorrect

Totpredictions
(6)

where Ncorrect is the number of samples that have been
classified correctly, while Totpredictions is the total number
of predictions.
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COEXISTENCE OF LTE AND WI-FI

§ Classification of LTE and Wi-Fi
§ I/Q samples

§ FFT of I/Q samples

IMEC SOLUTION: CROSS-TECHNOLOGY COORDINATION
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COEXISTENCE OF LTE AND WI-FI

Balanced spectrum access through use of CNN (experimental PoC validation) to identify 
the channel occupancy of each technology 

IMEC SOLUTION: CROSS-TECHNOLOGY COORDINATION

JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 10

networks (e.g. mLTE-U or Wi-Fi) can gain access to the wire-
less resources in order to transmit. Hence, every eNB that
operates in unlicensed spectrum and deploys the mLTE-U
scheme can use the trained CNN in order to identify the
channel occupancy of each technology and adjust the mLTE-
U parameters, aiming to enable balanced spectrum access.

Initially, when Wi-Fi transmissions are identified by the
CCN, an eNB selects the TXOP and muting period configu-
rations. Altruistically, the TXOP may be the shortest possible
(e.g. 2ms), while the muting period may be the longest pos-
sible (e.g. 20ms). Subsequently, it should periodically mon-
itor the potential LTE and Wi-Fi transmissions as reported
by the CNN in order to adjust the mLTE-U parameters and
to maintain a balance between the channel occupancy time
of the two technologies. If the channel occupancy of LTE
is smaller than the one of Wi-Fi, the eNB can increase the
TXOP or decrease the muting period. Accordingly, if the
channel occupancy of Wi-Fi is smaller than this of LTE,
the TXOP can be decreased or the muting period can be
increased. This decision can be made based on the traffic
that the eNB needs to transmit. For instance, if the eNB
transmits delay-sensitive traffic and the LTE occupancy time
may be increased, then the eNB can use a shorter muting
period in order to decrease the transmission delay. Further
analysis of the way that the TXOP and muting period can be
adjusted is not in the scope of this article and is considered
as future work.

Figure 8 demonstrates the exploitation of the CNN’s
output by mLTE-U in order to enhance the coexistence
between LTE and Wi-Fi. The coexistence scenario is similar
to the one illustrated in Figure 2, where one LTE network
consisting of one eNB and one UE coexists with one Wi-Fi
network consisting of one AP and one station. Both net-
works transmit only DL traffic in unlicensed spectrum. The
respective standalone DL throughput of LTE and Wi-Fi are
Thr

mLTE�U
standalone = 30.9Mbps and Thr

Wi�Fi
standalone = 28.1Mbps.

As shown in Figure 8a, before the activation of the
CNN, mLTE-U is configured to use a long TXOP of 20ms

that is followed by a short muting period of 2ms. As
result, LTE can achieve a high throughput corresponding
to Thr

mLTE�U
DL = 26.9Mbps. In contrast, Wi-Fi can trans-

mit only during the short muting period achieving a low
throughput that corresponds to Thr

Wi�Fi
DL = 1.88Mbps.

After CNN is activated, it can identify the LTE and Wi-
Fi transmissions in the unlicensed spectrum. Then, the eNB
adjusts the mLTE-U parameters so that the shortest TXOP is
used, followed by the longest muting period, as it is shown
in Figure 8b. According to the CNN report, the eNB can
estimate the channel use of each technology. Hence, it can
compute that LTE transmits for approximately 9.09% of the
time, while Wi-Fi channel occupancy reaches approximately
the 90.90% of the time. This channel occupancy corresponds
to Thr

mLTE�U
DL = 2.18Mbps and Thr

Wi�Fi
DL = 23.9Mbps.

Afterwards, the eNB will attempt to adjust the mLTE-
U parameters based on the reports of the CNN targeting
to achieve a balanced channel occupancy between the two
technologies. Eventually, this can be achieved by selecting a
TXOP of 10ms, followed by a muting period of 10ms, as it is
demonstrated in Figure 8c. In this case, the DL throughput
of the mLTE-U network is Thr

mLTE�U
DL = 15.4Mbps and

the DL throughput of the Wi-Fi network is Thr
Wi�Fi
DL =

Fig. 8. Enhancement of mLTE-U scheme with CNN. a) Spectrogram
showing the unfair coexistence between LTE and Wi-Fi before the activa-
tion of the CNN. b) Spectrogram showing how LTE initializes the mLTE-U
parameters after the trained CNN is activated. c) Spectrogram showing
the fair coexistence between mLTE-U and Wi-Fi after the configuration
of the mLTE-U scheme based on the CNN reports.

14Mbps.
It becomes clear that CNN can be exploited by the mLTE-

U system in order to enhance the coexistence of LTE and Wi-
Fi in unlicensed spectrum. However, as we discussed in [10],
several other parameters can be obtained by the wireless
environment and can be used to provide fair spectrum
sharing. Such parameters can be the number of the active
nodes in the unlicensed spectrum and the load of each
node. As active, we consider the nodes that have traffic to
transmit. By knowing this information, the mLTE-U scheme
can be configured so that every active node in the unlicensed
spectrum gets spectrum access opportunities proportional
to the load of traffic that it needs to transmit. Obtaining
information about the number of co-located active nodes, as
well as the load of each network is a very interesting and
complicated research topic that will be considered in our
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EXAMPLE: DARPA SPECTRUM COLLABORATION CHALLENGE
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Email questions to sc2@darpa.mil
Distribution A.  Approved for public release

Match Overview

48

Incumbent

Team 1 Team 2 Team 3 Team 4 Team 5

Ensemble of up to 5 teams 
placed in arena

One node per network serves 
as a gateway

Collaboration takes place over internet-like 
infrastructure connected to the gateway 
(models realistic internets)

Arena may also contain other 
Non-Collaborative Radios (NCR):
• Incumbents
• “Jammers”

IP
Traffic

Each node is given IP traffic

Sources and destinations are 
contained in the same network

Traffic will emulate multiple 
canonical types

Radio environment emulated 
in real-time:
• Large-scale path loss
• Multipath & Doppler
• Channel correlation
• Motion
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BUILDING THE COLLABORATIVE INTELLIGENT RADIO NETWORK

Contextualize existing knowledge to rapidly 
overcome changes and new challenges

Collaborate with previously unknown radio 
systems, discover the value of information and 
optimize the overall joint utility

Reason about how to take actions to result in 
successful communication, taking into account 
the effect the action may have on others

Understand and characterize signals to infer the 
conditions of the local RF environment through 
noisy observations

Adaptability in time, frequency, space, code, 
waveform, MAC scheme, network, etc.
30

7

Beyond the “Cognitive Radio”…
Building the Collaborative Intelligent Radio Network (CIRN)

Put knowledge into Context

Collaborate

Reason about how to adapt

Understand the Environment

Adaptable Radio Adaptability in time, frequency, space, code, waveform, 
MAC scheme, network, etc.

Understand and characterize signals to infer the conditions 
of the local RF environment through noisy observations

Reason about how to take actions to result in successful 
communication, taking into account the effect the action 
may have on others

Contextualize existing knowledge to rapidly overcome 
changes and new challenges

Collaborate with previously unknown radio systems, 
discover the value of information and optimize the overall 
joint utility

www.SpectrumCollaborationChallenge.com Further dissemination only as directed by DARPA SC2 Program Office
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SPECTRUM COLLABORATION THROUGH MULTI-AGENT LEARNING

nodes receive IP traffic

Support for non-collaborative nodes
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RF 
monitor

Control
module

Data
module

Local 
controller

Learner 
module

RF 
monitor

Control
module

Data
module

Local 
controller

Learner 
module

Global 
controller

RF 
monitor

Control
module

Data
module

Local 
controller

Learner 
module

RF 
monitor

Control
module

Data
module

Local 
controller

Learner 
module

CIR 1 CIR 2 CIR N

Gateway

To other network

Figure. Proposed design of the network.

(Parameters ??)

APPROACH – END-TO-END MODULAR SYSTEM 

Channel condition 
monitoring, and feature 
identification

Enables resilient control 
communication among all 
radios in the network 

Enables configurable 
optimum data transfer 
according to QoS
demands among radios in 
the network

Provides appropriate 
transmission parameters to 
the radios based on 
information provided by RF 
monitor and learner module 

Predicts channel environment 
and/or incumbent users’ 
behavior using AI/machine 
learning fed with data 
collected by the RF monitor

Receives control information 
from radios within and outside its 
network. With global view of the 
system, it can improve network 
performance



PUBLIC

APPROACH – END-TO-END MODULAR SYSTEM 

§ LTE/Wi-Fi co-design: combine the best of 2 worlds

§ Packet-based LTE (self-contained packet, no need for synchronisation)

§ MF-TDMA (= combination of  TDMA/FDMA) + CSMA/CA

§ AI-based control of MAC and PHY

§ Adding and deleting slots based on link statistics and channel sensing

§ Using AI (deep learning) for predicting future network state based on other nodes’ behaviour

33
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COLLABORATIVE SPECTRUM SHARING
APPLY MACHINE LEARNING TO PREDICT FUTURE SPECTRUM OCCUPATION

Efficient spectrum sharing without central coordination

CNN
prediction model

MF-TDMA scheduler

RF monitoring

Link level statistics
Collaboration protocol info

Slot quality estimation

Distributed intelligent slot allocation
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Spectrum Collaboration Challenge 
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THE ROLE OF STANDARDISATION
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EXPLOSION OF STANDARDS!
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1920	 1940	 1960	 1980	 2000	 2020	

Decade	

Accumulated	number	of	standards	 Terrestrial 
broadcasting

Two-way
radio

Mobile 
Telecom

Wireless 
internet

IoT/peripher
al

1920s AM

1930s FM

1940s AT&T MTS

1950s NTSC

1960s PAL SECAM AT&T IMTS

1970s

1980s FM-RDS AMPS, NTT, 
NMT

1990s DAB, DVB-T, 
ATSC

TETRA, 
P25

D-AMPS, 
GSM, IS-95

802.11 a/b Bluetooth

2000s DRM, DVB-T2,
ISDB-T, DTMB

DMR. 
NXDN

CDMA-2000, 
WCDMA, 
TD-SCDMA, 
WiMAX, LTE

802.11n ANT, 802.15.4

2010s LTE-A, 5G-
NR

802.11 
ac/ad/ah/ax
/p

NB-IoT, BTLE, 
LoRa, 
SigFox…
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RETHINKING THE ROLE OF STANDARDISATION
§ Number, complexity, time and hence costs for standardisation increases

§ e.g. 24 documents for GSM ⬌ 279 documents for LTE

§ Despite huge standardisation efforts, wireless world is getting more and more fragmented

§ DARPA spectrum collaboration challenge
§ smart spectrum sharing between heterogeneous networks without standardisation and central 

coordination 
§ collaboration protocol for low data rate exchange of spectrum usage & system performance
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PARADIGM SHIFT
• from standardisation of technologies to standardisation of coordination protocol
• from exclusive spectrum access to coordinated/collaborative spectrum sharing
• from intra-technology centralized scheduling to cross-technology intelligent 

distributed coordination
• from domain expertise to machine learning approaches
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